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ABSTRACT

Domain modeling is an essential component in many software
engineering courses since it serves as a way to represent and under-
stand the concepts and relationships in a problem domain. Course
instructors evaluate student-generated diagrams manually, com-
paring them against a reference solution and providing feedback.
However, as enrollment in software engineering courses continues
to rise, manual grading of a large number of student submissions
becomes an overwhelming and time-intensive task for instructors.
Hence, there is a need for automated assessment of domain models
which assists course instructors during the grading process. In this
paper, we propose a novel text embedding-based approach that au-
tomatizes the assessment of domain models expressed in a textual
domain-specific language, against reference solutions created by
modeling experts. Our algorithm showcases remarkable proficiency
in matching model elements across domain models, achieving an
Fi-score of 0.82 for class matching, 0.75 for attribute matching,
and 0.80 for relation matching. Our algorithm also yields grades
highly correlated with human grader assessments, with correlations
exceeding 0.8 and mean absolute errors below 0.05.
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« Social and professional topics — Student assessment; « Soft-
ware and its engineering — Designing software.
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1 INTRODUCTION

Context and Motivation. Domain modeling is a core process in
software engineering that builds a domain model in the form of a
class diagram from various sources of information, such as docu-
ments and stakeholder interactions. Software engineering students
usually learn domain modeling by interpreting textual problem de-
scriptions and manually building a domain model by incrementally
combining model elements. Typically, the course instructor creates
areference domain model, against which each student submission is
graded. The grading process is usually a matching process. Course
instructors attempt to identify the occurrence of model elements
in the reference model within the student’s model. As the number
of students in software modeling courses increases, the grading
becomes an overwhelming workload for course instructors.

Another motivation for automated domain model assessment
is to facilitate research progress in domain modeling. Currently,
most researchers need to manually evaluate the domain models
generated from their proposed techniques. Such manual evaluation
is time-consuming and highly dependent on human expertise. This
problem becomes more challenging when large language models
(LLMs) are used for automated domain modeling [7, 8]. Researchers
still have to evaluate the generated domain model manually due to
a lack of a proper automated assessment approach. This hinders
the research progress in exploring the modeling ability of LLMs.

Objectives. In this paper, we aim to address the problem of fully
automated domain model assessment. For that purpose, we propose
an end-to-end domain model assessment algorithm, which does
not require any human interaction or supervised training.

Contribution. Given two domain models, we present a novel
approach for fully automated domain model assessment using text
embeddings and graph comparison techniques. The specific contri-
butions of this paper are the following:

e We formulate the domain model comparison problem as a
model element matching problem and propose a fully auto-
mated model assessment pipeline

e We propose an automated match comparison workflow to
assess the performance of our approach.

e We provide a new data set of 20 real student submissions for
evaluating automated domain model assessment. The data
set includes detailed matching information.

e We conduct an experiment using 20 real student solutions to
analyze the precision, recall, and F;-scores of our algorithm.


https://orcid.org/0009-0002-7491-7084
https://orcid.org/0000-0002-1451-3603
https://orcid.org/0009-0003-4092-0493
https://orcid.org/0009-0006-8070-9184
https://orcid.org/0000-0002-8790-252X
https://doi.org/10.1145/3652620.3687774
https://doi.org/10.1145/3652620.3687774
https://doi.org/10.1145/3652620.3687774

MODELS Companion "24, September 22-27, 2024, Linz, Austria

Added Value. Our novel algorithm aims at fully automating
the assessment of domain models by matching model elements
and deriving reliable grades for domain models, thus reducing the
time and effort needed for human assessment. Our approach has
the potential to make grading tasks and modeling research more
efficient, providing a robust tool for both academic and industrial ap-
plications. Moreover, unlike in other machine learning approaches,
the integrated text embeddings do not require training, while they
can also handle more cases compared to rule-based approaches.
Moreover, text embeddings can be easily substituted with more
effective text embeddings, which has a direct impact on grading
performance.

2 BACKGROUND

Domain Model Representation. In this paper, we focus on de-
veloping an algorithm built upon the domain model representation
proposed in existing work on automated domain modeling [8]. The
textual representation of two partial domain models from a smart
home domain is shown in Table 1, including classes with attributes,
enumerations with literals, and relations with multiplicities. These
models will be used to explain the key concepts of our approach.

Table 1: Snippet of smart home domain models

Reference Model
Enumerations:
CommandStatus (Requested, Completed, Failed)
Classes:
ControlCommand (CommandStatus commandStatus)
ActuatorDevice ()
Relations:
0.* ControlCommand associate 1 ActuatorDevice

Candidate Model
Enumerations:

Status (Requested, Completed, Failed)
Classes:
ControlCommand (Status status)
Actuator ()

Relations:

0.” ControlCommand associate 1 Actuator

Word Embeddings. Word embeddings represent individual
words in a fixed-dimension vector space so that computers can
understand them. The word embedding used in this paper is trained
using Skip-gram [15], which is a well-known word embedding
method. Given a word, a neural network is trained to predict the
surrounding words. The training objective of a Skip-gram model
is to find word representations that are useful for predicting the
surrounding words in a sentence [15]. Let us define a window size of
¢ and center word w;. This means there are ¢ words on the left and
right of wy, i.e, W = [wi—c...Wt—1, Wr, Wrg1...Wrse|. The objective
of the Skip-gram model is to maximize the average log probability:

T

—_— >

t=1 —c<j<c,j#0

log p(wrsj|we) 1

where T is the total number of the vocabulary and p(wgj|we)
means the probability of observing word wy, j given the center word
w;. This probability is often modeled using the softmax function:
ulT “u
e “wo ™I
p(wolwr) = —————— @
Zz‘;/:l et wo OWI
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where uand u’ are vector representations of words. Skip-gram meth-
ods were pre-trained on general text sources like Wikipedia. Thus,
when applying them to a specific domain, they may misinterpret
some words. In 2023, Hernandez et al. [14] applied Skip-gram meth-
ods with a large corpus of modeling texts and released WordE4MDE
(Word Embeddings for MDE), which we use in this work.

Sentence Embeddings. Sentence embedding refers to the pro-
cess of representing an entire sentence as a fixed-size vector. A
very popular contextual sentence embedding is pre-trained model
embedding, typically empowered by transformer models like BERT
(Bidirectional Encoder Representations from Transformers) [13]
and GPT (Generative Pre-trained Transformer) [16]. For the BERT
model, the classification token is prepended to the input when a
sequence of tokens is fed into it. These models are typically trained
to ensure that semantically similar sentence pairs have embeddings
that are close to each other and dissimilar pairs have embeddings
that are far apart. The output representation of the classification
token is used as the aggregated representation of the entire input
sequence. For GPT models, the last token in the sequence is used
as the sentence representation.

Cosine Similarity. Cosine similarity is measured by the cosine
of the angle between two vectors and determines to what extent two
vectors are pointing in the same direction [12]. Cosine similarity is
often used in data analysis to measure two items’ similarity. It is also
applied in the model-driven engineering (MDE) field [19]. Given a
properly trained embedding method, the embedding of texts that
share similar meanings will have a larger cosine similarity value.
Let us define n-dimensional vectors A and B. The cosine similarity
is calculated:

Y AiB;

A-B
lAlBI [sm Az
where A; and B; are the values at the i-th dimension and ||A|| and
||B|| represent their norms. 6 is the angle between A and B.

Graph Similarity Measures. A simple graph is defined as a set
of vertices V and a set of edges E that connect pairs of vertices [18].
Two graphs can have different ordering of vertices and edges but
the same underlying structure, leading to the idea of graph isomor-
phism. Two graphs are isomorphic if there exists a function f from
the vertices of G; to the vertices of Gz (i.e., f : V(G1) — V(Gy)),
such that: (1) f is a bijection, and (2) for any two connected vertices
u and v of Gy, the connectivity also exists in G for f(u) and f(v).
Eg1(u,0) = Ega(f(w), f(0)).

The concept of graph isomorphism determines whether two
graphs have the same structure. Therefore, a widely used metric
for graph similarity is the minimum graph edit distance (GED).
The minimum GED of two graphs is defined as the minimum cost
of an edit path between them, where an edit path is a sequence
of edit operations (inserting, deleting, and relabeling vertices or
edges) that transforms one graph into another [9]. GED has been
utilized for evaluating UML class diagrams [22]. Mathematically,
the problem of finding the minimum GED can be defined as follows:

cosine similarity (A, B) = cos(0) =

k
GED(g1,92) = min c(e:) @
g1 92 (e1,ex) €P(g1.92) Z !

i=1

where P (g1, g2) represents the sequence of edit paths transforming
g1 into an isomorphic graph as gz, and c(e) is the cost associated
with each graph edit operation e.
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3 METHOD

The essence of our approach (shown in Figure 1) is matching model
elements between a candidate model and a (human) reference
model to evaluate the quality of candidate models and then assign
a grade calculated from statistical results of the matching. After a
Pre-processing Stage, our approach consists of four main technical
stages, Stage 1 for class matching, Stage 2 for attribute matching,
Stage 3 for relation matching, and Stage 4 for computing statistical
results. After Stage 4, the Grading Stage computes a final grade.

At the Pre-processing Stage, the algorithm takes two domain
models represented in our domain-specific language and introduces
nested hash maps to keep track of the status of each model element
from the two models, including their matching information. As each
following stage matches model elements between the candidate and
reference models based on graph similarity measures, the nested
hash maps eventually contain element matches and matching scores
for calculating precision, recall, and Fi-score of each kind of model
element (classes, attributes, and relations).

[ Reference Model ] [ Candidate Model ]

l Pre-processing ]

v
Stage 1: Class Matching
Stage 1.1: Class matching for| Stage 1.2: Class matching
each type enum/regular with all information

v
Stage 2: Attribute
Stage 2.1: Attribute matching Stage 2.2: Attribute matching
(between matched classes) (between any classes)
T

A 4
Stage 2.3: Attribute matching Stage 2.4: Attribute Matching
(atr to cls) (cls to atr)

v
Stage 3: Relation Matchin
Stage 3.1: Inheritance Stage 3.2: Association /
matching composition matching

Y
’ Stage 4: istical Result ‘

[Precision | [ Recall | [ Fq-score |

v
[ Grading ]

Figure 1: Overview of the proposed algorithm

3.1 Stage 1: Class Matching

Stage 1 focuses on matching classes between the candidate model
and the reference model. This process starts with calculating the
class embeddings. The embedding of a class is derived from the
embeddings of its class name, attributes, and relations. The next step
is calculating pair-wise cosine similarities between classes based
on the class embeddings. Then the algorithm identifies matches
between two sets of classes that minimize the cost of matches. In
practice, to solve this set-matching problem, our algorithm converts
domain models into two trivial graphs (graphs without edges).
It computes the minimum GED from the candidate graph to the
reference graph where the cost of each operation is derived from the
similarity score between matched graph elements. This stage can be
divided into two smaller stages: matching classes of the same type
and matching classes of any type with all available information.
Stage 1.1: Class Matching within Types. Stage 1.1 focuses on
matching classes based on names and attributes within the same
type. There are three types of classes: regular, abstract, and enumera-
tion classes. In the MDE context, regular and abstract classes are con-
ceptually similar. Therefore, we group regular and abstract classes
into one matching pool and treat enumeration classes in another. In
our running example from Table 1, [CommandStatus] and [Status]
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are grouped. Furthermore, [ControlCommand, ActuatorDevice] is
grouped for matching with [ControlCommand,Actuator].

To compare classes, two types of embeddings are calculated:
(1) Class-name-only and (2) Class-name-with-attributes. For the
class-name-only embeddings, words in the name of the class are
extracted. Then, the embedding is calculated as the average word
embeddings. For the second type, attribute embeddings are calcu-
lated similarly to class names. The final embedding is the average of
class name and attribute embeddings. Then, pair-wise similarities
between classes can be calculated based on cosine similarity.

Cosine Similarities. We calculate the class-name-only and
class-name-with-attributes cosine similarities separately between
each pair of classes in the reference model and candidate model
based on their respective class embeddings. A weighted average is
applied to the two types of embeddings to combine the similarity
scores from class-name-only embeddings and class-name-with-
attributes embeddings for aggregation.

Function match_classes. This function matches classes with
cosine similarities and GED. It requires inputs including a list of
reference class names, a list of candidate class names, a hash map
where cosine similarities are stored, and a float parameter for thresh-
old. At the beginning, two graphs are initialized. One contains
vertices representing reference classes and the other contains ver-
tices representing candidate classes. This function finds the optimal
graph edit distance between the two graphs. Since both graphs only
contain vertices, possible graph edit operations include vertex inser-
tion, deletion, and substitution. The cost of insertion and deletion is
set to one by default, whereas the cost of substitution is defined as
1 - cosine similarity. The intuition behind this is to match vertices
with high similarities. The optimal graph edit distance includes a list
of operations with the lowest cost. With a good embedding method,
similar class pairs have high cosine similarities. Therefore, high-
similarity vertex pairs have low cost and they are more likely to get
matched. For instance, the cost of matching ActuatorDevice with
Actuator is only 0.111, whereas matching with ControlCommand
costs 0.631, hence ActuatorDevice will be matched with Actuator.
The threshold parameter of 0.5 is used to filter some class pairs
with low similarity values. If the similarity is lower than the thresh-
old, the substitution cost will be adjusted to a large value. This
prevents matching low-similarity class pairs. Overall, this function
optimizes the vertex edit operation sequence transforming one
graph to the other graph with the lowest cost. It eventually returns
class matches like: [(CommandStatus, Status), (ControlCommand,
ControlCommand), (ActuatorDevice, Actuator)]. Suppose there
is another reference enumeration class called CommandType. Since
there is no corresponding candidate class, it will not be matched,
i.e., resulting in (CommandType, None).

Stage 1.2: Class Matching with All Information. Stage 1.2
matches leftover classes in the candidate model and the reference
model from the previous stage using all available information, in-
cluding relations. For each leftover class, we gather its raw textual
class representation, along with all associated relations. Sentence
embeddings can capture the directionality in relations. Thus we
employ sentence embedding techniques to transform this represen-
tation into a vector as the class embeddings. Next, we use the class
embeddings to calculate the pair-wise cosine similarities between
the reference and candidate classes. The same matching algorithm
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is used to match these classes by using the pairwise similarity cal-
culated from the sentence embedding. This function matches input
classes and returns class matches.

Score Assignment. Our algorithm assigns a score to each ele-
ment in the matches. For both Stage 1.7 and Stage 1.2, the algorithm
checks whether class matches possess the same type (enumeration,
regular, or abstract) after finding them from the match_classes
function. If both classes in a class match have the same type, they
are assigned a score of one. Otherwise, the score is set to 0.5.

3.2 Stage 2: Attribute Matching

In Stage 2, the algorithm focuses on matching the attributes between
the reference and candidate models. Leftover classes from previous
stages are also considered for matching attributes in later stages.
This stage is further divided into four sub-stages:

e Stage 2.1 Attribute matching between matched classes

e Stage 2.2 Attribute matching between any classes

o Stage 2.3 Reference attribute to candidate class matching
o Stage 2.4 Reference class to candidate attribute matching

Attribute matching follows a similar logic to class matching.

Stage 2.1: Attribute Matching Between Matched Classes.
In this stage, reference attributes and candidate attributes that are
in the matched classes are considered for matching. Therefore, the
first step is to get all the class matches from Stage 1. Then, we use
the match_attributes function to match attributes. For instance,
CommandStatus and Status have been matched from Stage 1. Then,
their enumeration literals are grouped for matching. Likewise, at-
tributes in reference class ControlCommand and candidate class
ControlCommand are considered for matching.

Function match_attributes. For each class match, the algo-
rithm collects reference attributes and candidate attributes in two
separate lists. Attributes are embedded for computing pair-wise
cosine similarities. Subsequently, the two lists and the cosine simi-
larities are passed to the match_attributes function to compute
attribute matching. This function is similar to the match_classes
function. Two graphs are initialized where vertices represent ref-
erence attributes and candidate attributes, respectively. The opti-
mal graph edit distance is computed with deletion and insertion
cost to be one and substitution cost to be 1 - cosine similarity. The
match_attributes function also returns a list of attribute matches.

Score Assignment. Our algorithm assigns matching scores to
each attribute in the returned matches. Each attribute includes a
type, e.g., int, string, or enumeration class. Sometimes there could
be an anti-pattern in the type. Therefore, our algorithm conducts
type checking on matched attributes in each pair with three rules:
(1) if any attribute type is a regular class or abstract class, mark
them as partially correct, (2) if both attribute types are enumeration
classes, mark them as correct. Otherwise, it is partially correct, and
(3) if both types are primitive, mark them as correct. Otherwise,
they are marked as partially correct. Attribute matches with correct
type checking gain scores of one. Otherwise, their scores are set to
0.5. A similar strategy is also used for Stage 2.2, with the maximum
score being 0.5 because attributes are in different classes.

Stage 2.2: Attribute Matching Between Any Classes. Some
attributes can be misplaced in incorrect classes but they can still
make sense to the overall modeling effort. Therefore, this stage
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focuses on matching leftover attributes without restricting their
source classes. The first task is getting unmatched reference at-
tributes and candidate attributes in two lists. We want to prioritize
matching attributes whose source classes are more similar. There-
fore, source classes are also collected in two lists. Next, two sets
of cosine similarity scores are calculated and stored in two nested
lists. One is class-to-class pair-wise cosine similarity, and the other
is attribute-to-attribute cosine similarity. Both types of similarity
are based on word embedding. A weighted average is used in com-
bining pair-wise attribute-to-attribute and class-to-class similarity
into one value. Once the combined cosine similarity is obtained,
they are passed to the match_attributes function for matching.

Stage 2.3: Reference Attribute to Candidate Class Matching.
This stage is intended to identify any match between a reference
attribute and a candidate class. Leftover reference attributes and
leftover candidate classes are collected into two separate lists. Two
sets of similarity scores are created, i.e., attribute-to-class and class-
to-class similarities, based on word embeddings. The class-to-class
similarity is the same as for the previous sub-stage. The attribute-to-
class similarities between the reference attributes and the candidate
classes are calculated. Reference attributes and candidate classes
are embedded with a word embedding approach and our algorithm
computes the pair-wise similarities between them. Then the algo-
rithm follows the same procedure of combining two similarities
lists into one hash map and then utilizes the match_attributes
function to match attributes to classes. For each match, since this
is an anti-pattern, the score is set to 0.5 only.

Stage 2.4: Reference Class to Candidate Attribute Match-
ing. In Stage 2.4, our algorithm finds a reference class matching a
candidate attribute. It is similar to Stage 2.3 whereas the class-to-
attribute similarity is calculated between leftover reference classes
and leftover attributes. The other steps are identical to Stage 2.3.

3.3 Stage 3: Relation Matching

In Stage 3, our algorithm matches relations based on class matches.
Relation matching is rule-based, which is different from class or
attribute matching. The algorithm iterates through all combinations
of relations from the candidate model and the reference model. For
each relation in the reference model, a list called matchings is
initialized. Then, for each relation in the candidate model, if both
relations are unmatched, a potential match is examined using the
compare_edges function. The matching is appended to the list of
matchings if it is a partial or exact match. After comparing all
possible combinations, the best match among the matches is found.

Function compare_edges. This function takes two relations
and tries to find an exact match (worth 1 point), a partial match
(0.5 points), or no match (0 points). There are three kinds of rela-
tions defined in our language: inherit, contain, and associate.
An inherit relation only consists of three elements: child class,
inherit, and parent class. Both associate and contain relations
consist of five elements: multiplicity 1, class 1, relation type, multi-
plicity 2, and class 2. Therefore, the input relations are classified
based on the number of elements. If both relations contain three
elements, they enter Stage 3.1 Inheritance matching. In this stage,
we check whether the second element is inherit. Meanwhile, we
check if the first elements in both relations have already been
matched in previous stages. The third elements are also checked to
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confirm whether they have been matched. If all three conditions
are satisfied, an exact match between these two relations is estab-
lished. Meanwhile, if both relations contain five elements, they
enter Stage 3.2 Association/composition matching. An exact match
is found if and only if all the five elements match each other. If
the above exact match fails, the function ignores multiplicities and
types but only checks whether classes are matched. Consider the
reference relation * ControlCommand associate 1 ActuatorDevice
and candidate relation * ControlCommand associate 1 Actuator as
an example. ControlCommand is matched with ControlCommand.
ActuatorDevice is matched with Actuator. All the other elements
are also matched with their counterparts. This is an exact match. If
there were mismatches in multiplicities, it would be a partial match.

3.4 Stage 4: Statistical Results

In Stage 4, our algorithm calculates precision, recall, and F;-scores
for the assessed domain model. Following our previous work [8],
we use the same approach for calculating the statistics. For example,
let C be the set of all classes in the candidate model of size m = |C]|,
the precision of classes in the candidate model can be expressed as
Precisiong = @, (5)
m
where S; is the matching score € [0, 0.5, 1] for the i-th class.
Recall measures the degree of the reference model covered by
the candidate model. Let C be the set of classes in the reference
model of size n = |C|, the recall of classes can be expressed as
Recallg = ﬁ (6)
n
Finally, we use the classical F;-score definition:
_ 2 X Precisionc X Recallc

c
Fl

@)

Precisiong + Recallg

Metrics for attributes or relations can be computed by substituting
C with the set of attributes or relations.

3.5 Grading

A weighted average of F;-scores is used to produce the final grade

of the domain model:
We C Wa A Wr R

FC + F ®)
We + Wy + Wy we + Wg + Wy

grade = 1
We + Wg + Wy

where we, wg, and w, are weights for classes, attributes, and rela-
tions, respectively. FIC s Fiﬂ and F172 are the Fi-scores for classes,
attributes, and relations, respectively. Motivated by our real-world
grading practice, the final grade is calculated with weights w, = 4,
wg = 1,and w, = 1.

4 EVALUATION
4.1 Evaluation of Generated Matches

This section explains how to evaluate our algorithm by comparing
matches from our algorithm with matches from a human grader.
Comparison of Matches. For an assessed domain model, there
is a collection of matches produced by the algorithm. There is
another collection of matches produced by a human grader. Let
us define two lists of matches as M4 (algorithm matches) and My
(human matches). Each individual match: m; is reformulated in the
form of (element_name, counterpart, matching_score). The
first element in a match is always an element from the reference

MODELS Companion "24, September 22-27, 2024, Linz, Austria

model or None for consistency. For conciseness, we only present
the first two elements in the later description.

Labeling Strategy. Each match pair is classified as: true positive
TP, false positive FP, true negative TN, and false negative FN. We
focus on the first two elements in the match in Match Comparison,
and consider the matching score in Score Assignment.

Match Comparison. Let m = (a, b) be a match where a repre-
sents a model element from the reference model, and b represents a
model element from the candidate model (where one of them may
be None). Let m, denote a match from My and my, be a match from
Mp. Then we demonstrate all the situations of my, and m, pairs
and their evaluation labels as follows:

(1) (a,b) vs. (a,b). The human grader matches element a with
element b, and our algorithm also matches element a with
element b. This is a true positive (TP) with a score of 1.

(2) (a,b) vs. (a, None). Our algorithm matches element a with
nothing (i.e., None). However, a is supposed to be matched
with something (i.e., b). Therefore, we consider this as a false
negative (FN) with a score of 0.

(3) (a,b) vs. (a,c). Our algorithm matches element a with c.
However, a is supposed to be matched with another element
b. Thus, this is a false positive (FP) with a score of 0.

(4) (a, None) vs. (a,b). Our algorithm matches an unnecessary
element to a. This is a false positive (FP) with a score of 0.

(5) (a, None) vs. (a, None). Both the human grader and our al-
gorithm also match element a with nothing. Therefore, we
consider this as a true negative (TN) with a score of 1.

(6) (None,a) vs. (b,a). Same as (4) with an FP and a score of 0.

(7) (None,a) vs. (None, a). Same as (5) with a TN and a score of
1.

(8) (b, a) vs. (None, a). Same as (2) with an FN and a score of 0.

(9) (c,a) vs. (b,a). Same as (3) with an FP and a score of 0.

Score Assignment. For match pairs labeled as TP or TN, we
further examine whether the third element matching_score is
consistent in both matches. If they are consistent, a score of one is
assigned to the match pair. If not, a score of 0.5 is assigned.

Evaluation Workflow. With the labeling strategy, we proceed
to Step 1: Find TN and TP. This step is finding the intersection of
My and Mpy. For any pair of matches (mg, my) € (Mg, M), mq
and my, are considered if the first two elements of m, are identical
to the first two elements of my, i.e., mq, = mp, A mg, = mp,. After
finding a pair of identical matches, we need to determine if it is TP
or TN. If there exists None in this pair of matches, then this pair is
considered as TN. Otherwise, this pair is TP.

Next, we proceed to Step 2: Find FN and FP. At first, we focus on
Step 2.1 Leftover Human Matches, which is to find FN or FP in the
leftover Mpy. Step 2.1 can be further divided into two small steps. (1)
For each leftover human match my, with elements (a, b), we can try
to find an algorithm match m, with elements (a, x) where x # b.
This is finding an algorithm match based on the first element. (2) If
we cannot find such an mgj, then we shift our focus to the second
element and try to find an algorithm match m, with elements (x, b)
where x # a. For each match, we classify it into FP or FN.

There may still exist some leftover algorithm matches. Therefore,
In Step 2.2: Leftover Algorithm Matches. We apply the same strategy
as for Step 2.1 as described in the previous paragraph. Eventually, we
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collect a list of match pairs with labels and calculate the precision,
recall, and Fi-score with the labeled match pairs.

4.2 Evaluation of Generated Statistics

We evaluate our algorithm by comparing the generated statistics
with those from human graders. Our algorithm provides statistics
including precision, recall, and F;-scores for each type of model
element, along with final grades. It should generate statistics that
are as close as possible to the statistics produced by human graders.
To evaluate the performance of our algorithm in generating mean-
ingful statistics, we apply the mean absolute error (MAE) metric.
An MAE close to 0 indicates that our algorithm is closely aligning
the results of human graders. Pearson correlation is another metric.
A correlation value approaching 1 indicates a strong alignment.

5 EXPERIMENTS

This section aims to evaluate our algorithm’s performance in assess-
ing domain models and identify areas of the matching and grading
task where our algorithm may encounter challenges. We aim to in-
vestigate the following research questions (RQ): (1) what is the per-
formance of our algorithm in matching a candidate domain
model to a reference model regarding classes, attributes, and
relations? and (2) to what extent does the algorithm-generated
grade compare with those produced by human grading or
other automated approaches?

5.1 Experimental Settings

We have chosen a modeling problem on the smart home domain
that was an assignment in an undergraduate-level modeling course.
The problem description and reference domain model are in the
supplementary material!. The assignment requires students to cre-
ate a domain model for a smart home automation system (SHAS)
that allows various users to automatically manage smart home au-
tomation tasks. There are 5 enumeration classes, 15 regular classes,
3 abstract classes, 13 enumeration literals, 13 attributes, and 32
relations in the reference domain model. We randomly select 20
student solutions. To establish the ground truth, one author of this
paper manually matches candidate models against the reference
model. To ensure fairness of the evaluation, the manual match is
done before having seen matches from the algorithm.

Our algorithm relies on some external libraries for embeddings
and graph comparison. We select sgram_mde (skip-gram for MDE)
from the WordE4MDE library as the word embedding method.
In terms of sentence embedding, we select one OpenAl embed-
ding model, text-embedding-ada-002, via the API provided by
OpenAl?. Calculating graph edit distance is also essential to our
algorithm. We use the Python library NetworkX [11] whose GED
algorithm is developed based on the work by Abu-Aisheh et al. [2].

5.2 RQ1: Matching Performance

RQ1 aims to evaluate how our algorithm performs in matching
model elements from the candidate model to elements from the
reference model. We carry out a more fine-grained analysis by
highlighting with which modeling aspects the algorithm struggles.

!https://github.com/ChenKua/Domain_Model_Elevation
Zhttps://platform.openai.com/docs/guides/embeddings/embedding-models
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Table 2: Average performance scores for matching

Metric Average + Standard Deviation

Precision 0.7425 + 0.1156

Class Recall 0.9332 + 0.0587
Fi-score 0.8239 + 0.0873

Precision 0.7274 £ 0.1318

Attribute Recall 0.7861 + 0.1265
Fj-score 0.7456 + 0.1067

Precision 0.8556 + 0.1492

Relation Recall 0.7628 + 0.1847
F}-score 0.7958 + 0.1505

Particularly, we compare the performances of the algorithm when
matching classes, attributes, and relations.

The performance scores in Table 2 compare the matching results
generated by our algorithm with human-generated matches of 20
student submissions. Our algorithm excels in class matching (F;-
score of 0.8239), surpassing those for attribute matching (0.7456)
and relation matching (0.7958). Notably, the F;-score for attribute
matching is the lowest among the three element types. The preci-
sion of relation matching is the highest among the three, while the
recall of class matching highly surpasses those of the other two.
Based on the trend of Fj-scores, it can be inferred that our algo-
rithm excels in matching classes compared to matching relations
and it performs better in matching relations than in matching at-
tributes. Additionally, the recall for matching classes and attributes
is higher than their respective precision, while the phenomenon
is reversed for matching relations. Class matching and attribute
matching share a similar logic, whereas relation matching is rule-
based with dependency on class matching. Relation matching relies
on class matching, which might be why relation matching has
higher precision than recall.

Answer to RQ1. While our algorithm demonstrates impres-
sive capability in matching model elements, there is still room for
performance improvement. Our algorithm achieves F;-scores of
0.82 for class matching, 0.75 for attribute matching, and 0.80 for
relation matching. Moreover, our algorithm struggles the most with
matching attributes (compared to classes and attributes).

5.3 RQ2: Grading Performance

Our algorithm produces a set of statistics as numerical assessments
for each assessed domain model. RQ2 seeks to explore whether
these statistics can serve as meaningful grades for evaluated domain
models. We aim to investigate the extent to which our algorithm
is capable of generating statistics that reasonably approximate the
ground truth values for grades. There are two types of comparison:
internal comparison and external comparison.

RQ2.1: Internal Comparison. In RQ2.1, we conduct an internal
comparison on algorithm-generated precision, recall, Fi-scores, and
grades. Table 3 shows the mean absolute error (MAE) between pre-
cision, recall, and F;-scores generated from our algorithm compared
with the same metrics from a human grader. The MAE consistently
remains below 0.05, which is 5% in terms of percentage. In many
universities, a 5% grading scale range is commonly used for un-
dergraduate course assessments. For example, an A- is typically
assigned to numerical grades ranging from 80% to 85%. Our algo-
rithm combines three Fi-scores through weighted averaging to
derive the final grade. Employing identical weights as those utilized
in our algorithm, we compute the weighted average of F;-scores
from human graders, thereby establishing them as the ground-truth
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Table 3: The Mean Absolute Error (MAE) and Pearson Corre-
lation between algorithm-generated data and human grading

Metric MAE Correlation
Precision | 0.04923 0.8146
Class Recall 0.04130 0.9418
Fi-score 0.04507 0.8702
Precision | 0.04723 0.8702
Attribute Recall 0.04712 0.9193
Fi-score 0.04427 0.8439
Precision | 0.04110 0.8272
Relation Recall 0.02891 0.8306
Fi-score | 0.03397 0.8006
Grade 0.03096 0.8714

Fj-based grades. Consequently, we calculate the MAE between the
algorithm-generated grades and the ground truth F;-based grades,
as shown in the final row of Table 3. This computed MAE stands
at 0.03096, indicating a small deviation. The Pearson correlation
between metrics derived from our algorithm and those from human
graders is computed and exhibited in the last column of Table 3. All
correlation coefficients surpass 0.8, indicating a robust correlation
between metrics generated by our algorithm and those by humans.

Answer to RQ2.1. Our algorithm excels in accurately evaluat-
ing domain models, demonstrating precision, recall, Fj-scores, and
grades that closely align with the human grading. Across all met-
rics, the Mean Absolute Error (MAE) remains consistently below
0.05 (i.e., within one letter grade range), accompanied by strong
correlations exceeding 0.8.

RQ2.2: External Comparison. RQ2.2 evaluates how the grade
produced by our algorithm approximates the grades from an exist-
ing external benchmark from Singh et al. [20]. Modeling grades in
this benchmark are produced by domain modeling experts. We com-
pare our algorithm-generated grades with the same set of domain
model grading results in the benchmark. The largest difference in
numerical grades (absolute error) among the domain model assess-
ments is 0.1317, while the smallest difference is 0.004. The resulting
MAE of 0.0456 is deemed reasonably small and falls within the
spectrum of a typical letter grade range. We also apply GPT-4-turbo
to grade the same set of student submissions, which results in an
MAE of 0.0674. Furthermore, we test another domain model assess-
ment approach in TouchCore [5], which fails to work on 20% of
submissions and yields an MAE of 0.2524 for the other 80% (with
weights of model elements adjusted to TouchCore’s settings). Our
algorithm improves MAE significantly compared to the other two
approaches. This indicates a reasonably close resemblance between
the grades generated by the algorithm and those given by human
graders, although there is still room for improvement.

Answer to RQ2.2. Our approach clearly outperforms the base-
line state-of-the-art auto-grading approach. It showcases its pro-
ficiency in producing meaningful precision, recall, F;-scores, and
grades for domain model assessments, which closely approximate
those of the external benchmark. The Mean Absolute Error (MAE)
between our data and the benchmark is 0.0456, indicating a differ-
ence of about 5 points out of 100.

5.4 Discussion

ROQ1. The experiments show that our algorithm is still not able to
match the model elements as well as a human grader. The results
obtained are promising but there is still room for improvement.
The results in RQ1 reveal that our algorithm struggles to match
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attributes correctly. Meanwhile, class matching and attribute match-
ing, both suffer from low precision and high recall. This suggests a
higher percentage of false positives compared to false negatives in
the matches. One future direction can be reducing the false posi-
tives by defining more rule-based or embedding-based mechanisms
to identify None matches, i.e., (a, None).

RQ2. By addressing RQ2, we aim to provide insight into how grades
produced by our algorithm correlate with human grading. We have
observed that our algorithm’s outputs exhibit a high degree of
correlation with human grading values. Our algorithm also demon-
strates its effectiveness by generating meaningful precision, recall,
Fj-scores, and grades that closely align with the ground truth values
in both internal and external benchmarks, indicating its capabil-
ity to assess domain models accurately. While our algorithm still
cannot replace human graders, it produces explainable matches of
model elements, which may be a useful starting point for graders’
evaluations and a self-assessment tool for students in practice.

5.5 Threats to Validity

Internal Validity. The authors only construct a small matching
data set, which may introduce bias and insufficient statistical power.
We mitigate this bias by also comparing our algorithm outputs
against an external human-grading benchmark [20]. The selection
of scores for model elements and weights for F;-scores influences
the final grades. We choose the scores following our previous work
and select weights widely used to evaluate university-level assign-
ments. The algorithm’s outputs are evaluated using scores of {0, 0.5,
1}, which is commonly used in university grading settings. There
are numerous ways to represent a domain model. Following our
previous work, we apply the same model representation.

External Validity. There are benchmarks [20] for grading in
the automated domain model assessment research. However, to
the best of our knowledge, there are no benchmark data sets for
model element matching. Thus, one author of this paper curates
such a data set manually, leading to a higher risk of getting false
positives in the statistical tests. The scalability of the algorithm is
yet to be evaluated, especially considering the lower bound of the
used GED algorithm is O(n3). There may be risks with changes in
the OpenAI embedding models. To ensure reproducibility, we have
saved the embedding results of the model elements used in our
experiments. All experiments were conducted on English datasets,
which may affect the generalizability of our algorithm to other
language settings.

Construct Validity. Our paper adapts metrics widely used for
classification and numerical comparison [4, 8, 17, 20, 23].

6 RELATED WORK

Many approaches have been investigated to assess the candidate
model in comparison to the reference model. In general, they can
be divided into four categories.

Rule-based. Bien et al. [5] present an approach for automated
grading of UML class diagrams, which uses a grading algorithm
with syntactic, semantic, and structural matching between two
class diagrams. A metamodel was introduced to store mappings
and grades for mapping each model element, e.g., classes, attributes,
and associations so that it is possible to update the grading scheme
later on. Singh et al. [20] introduce a Mistake Detection System
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(MDS) designed to identify errors and offer feedback to students by
comparing their submissions with a solution. This system is able to
detect a wide range of potential pre-defined mistakes (e.g., plural
class name violation) present in a submission. Model comparison
is a critical process in MDE, allowing developers to identify differ-
ences between various versions of models. EMFCompare is a tool
from the Eclipse Modeling Framework (EMF) that facilitates model
comparison and merge tasks by providing a comprehensive set
of functionalities for detecting and resolving differences [1]. EMF
Diff/Merge is another tool providing a lightweight, configurable
approach for model comparison and merging with GUI compo-
nents [10]. SiDiff is also a model comparison tool which also utilizes
the similarity of model elements for comparison [21].

Graph Matching,. Tselonis et al. [22] propose the idea of treating
various types of diagrams including UML class diagrams as graphs
and then using graph matching algorithms to measure the similarity
between such translated graphs. One of the matching algorithms
investigated by the authors is graph isomorphism, which involves
determining whether a diagram is either isomorphic to the refer-
ence answer or contains an isomorphic subgraph of it. Similarly,
Ludovic et al. [3] also apply a graph-matching approach for assess-
ing class diagrams. Their algorithm is based on graph-matching
techniques, using characteristic structural patterns depicted in dia-
grams. Similarity functions compare these structures, generating
similarity scores for each pair. The algorithm categorizes matches
into univalent and multivalent based on a taxonomy of differences.

Machine Learning. Boubekeur et al. [6] propose an approach
based on a simple heuristic and machine learning that helps cate-
gorize simple domain model submissions from students according
to their quality. The system determines if submissions are above a
quality threshold to assign them a letter grade.

Our approach combines rule-based, graph matching, and ma-
chine learning to produce a score for candidate models based on
different metrics such as precision, recall, and F;-score. It is more
flexible and considers semantics by using text embeddings com-
pared to rule-based approaches. No training is required for text
embeddings. It is also more scalable compared to graph matching
and taking attributes, and class names into consideration.

7 CONCLUSION

This paper introduces a novel algorithm for fully automated domain
model assessment utilizing text embeddings and graph comparison
techniques. The algorithm automatically matches model elements
between a candidate and reference model, subsequently generating
a grade for the candidate model without human intervention. Our
experiments indicate that although the proposed algorithm exhibits
impressive performance in matching model elements and scoring
domain models, there remains potential for enhancement. In fu-
ture work, we aim to leverage the explainable matches to generate
human-readable feedback that is both meaningful and immediate,
thereby enhancing the learning experience for students.
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