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Graph Model Generation1.

Software engineering processes, such as requirements engineering, model-based 
testing, and code generation, involve many different types of graph models

Taxonomies Domain models Flowcharts

Traditionally, these models are created manually by engineers from textual 
requirement descriptions, which can be time consuming and error-prone

LLMs enable fast automated graph model generation 
directly from textual descriptions

However, graph models generated from LLMs may
contain several potential issues

Syntax error

Inconsistency

Inaccuracy

Improving LLMs for Model Generation with Self-Consistency, Partial Models, and Constraints3.

1. There is only one 
starting node

2. There is no self-loop
3. Decision nodes must 

have conditions

Evaluation4.

Metamodel

Constraints

First perform A. After that, 
check condition C. While the 
condition is no, perform 
activity D, otherwise perform 
activity B and finish.

Extra activity E

Self loop

Syntax error

No conditionFiltered out

Maximum likelihood 
(Naïve) concretization

3. Constraint translation

4. Problem 
formulation

5. 
Optimization

1. ∀Node u,v;!inRelations(u,*)∧
  !inRelations(v,*)⇒u=v
2. ∀Node u,v; Next(u,v)⇒u≠v
3. ∀Relation r,Decision d; 
outRelations(d,r)⇒r.condition≠””

Constraint-aware 
concretization

Conclusion

Evaluated use cases
Taxonomy
    - WordNet dataset
  - 100 taxonomies
    - Parent-child relations
Flowchart
    - PAGED dataset
    - 300 procedure flowcharts

Evaluation metrics:
• Consistency ratio
• F1-score (model accuracy)

Maximum likelihood Constraint-aware

Concretized models
Consistent models
Inconsistent models

Why does constraint-aware 
concretization improve F1?

Constraint aware concretization       Improved consistency

Consistency in the output model      Improved model accuracy
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Constraint aware self-consistency serves as a test-time 
compute method to significantly improve the model quality
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Performance on Taxonomies

LLMs for Graph Model Generation2.
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